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ABSTRACT

One of the important strategic factors of petrochemicals plant maintenance
is the spare parts inventory policy, It is significant for the efficiency, reli-
ability, and productivity of the petrochemicals industry. An unsuitable
spare part inventory policy will lead to a loss in long engineering machin- ing,
ery downtime due to a shortage of spare parts. To implement the spare
parts inventory policy which is able to fulfill the future demand for spare tion
parts, calculation by various statistical theories and working processes is
used to custom the spare parts inventory policy. However, to validate
whether or not the customized spare parts inventory policy is suitable, the
discrete-event simulation library SimPy is used to mimic the actual spare
parts inventory system. It must be involved in the performance evalua-
tion process of the customized spare parts inventory policy. The inventory
simulation model consists of many events depending on the supply chain
system. The crucial event which is the most complex for the simulation of
spare parts inventory is the demand event. This work applies the demand
forecasting technique to the simulation by using deep learning with a pre-
built architecture model called Temporal Fusion Transformers (TFT). The
averaged MAE of the point predictions from a global model is 0.4874+ /-
6.7744 on the validation dataset and 0.6424+/-3.4963 on the test dataset.
Our method predicts a quantile forecast of the future demand which is able
to handle the stochastic nature of the spare parts demand in the petro-
chemicals industry and the result from the simulation outcome is more
accurate and close to the outcome from an actual inventory system. The
information from the analysis of the simulation outcome is used by the in-
ventory management team to make decisions about the custom inventory
policy before deploying it to the actual system.
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1. INTRODUCTION

A spare part is a part of engineering machinery,
which is stocked to replace the original following the
plant maintenance plan and also for replacing bad
parts in the engineering machinery from the plant
operational activities. The spare parts are stocked in
the inventory, and like other inventory, the spare part
inventory has to be managed. Spare part inventory
management is very important for the petrochemi-
cals industry because unsuitable spare parts inven-
tory management may result in a shortage of neces-

sary maintenance spare parts, long downtime of the
engineering machinery, and a significant decrease in
efficiency, reliability, and productivity for the petro-
chemicals industry.

The inventory management described here is like
“how to fill the inventory” where the policy is about
replenishing the inventory, Inventory Policy has two
major topics to consider. One is “When to order?”,
and the other is “How much to order?”. The goal is to
adjust the inventory level to the right level that will
fulfil the future demand of the spare part [1] and re-
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tain the required Service Level [2]. To customize the
inventory policy, the systematic thinking approach
for determining the inventory policy includes under-
standing the inventory policy with its parameters and
components such as demand of the spare parts, lead
times of spare part delivery, review periods, excess
demand, and working process. There are many forms
of inventory policy depending on inventory policy pa-
rameters, e.g., inventory policy (S, s) where s and S
are the minimum and maximum inventory levels re-
spectively. When the on-hand inventory level falls
below a minimum level, a replenishment order will
be generated that will restore the on-hand inventory
level to a target or maximum level of inventory.

The spare part inventory policy is justified as one
of the important strategy factors of plant mainte-
nance for the petrochemicals industry that must be
implemented and deployed carefully.

In practice, the inventory policy is still very chal-
lenging in operational management because a practi-
cal inventory policy is difficult to prove effective due
to there being possible uncertainty factors that dif-
fer from theoretical assumptions, unlike an inventory
policy from a mathematical model, in which the the-
ory can be proven under the theoretical assumption
that establishing a clear scope of the problem such
as the demand consumption follows the normal dis-
tribution.

To ensure the custom spare parts inventory policy
is the right inventory policy before applying it to the
actual spare parts inventory system, the simulation
method refers to a collection of steps and processes
used to mimic the behavior of the actual system. The
manager must be involved in providing the informa-
tion to decide on the custom spare part inventory
policy. The actual inventory system and processes
have been designed in the diagram and transformed
into the simulation model [3]. The outcome from the
simulation model will be evaluated using inventory
performance metrics to validate the custom inventory
policy. The final result is the information for the in-
ventory management team to help them decide on the
spare parts inventory policy improvement or deploy
the spare parts inventory policy to the actual inven-
tory system. Nowadays, a discrete-event simulation
library is suitable to model the inventory system. We
used one developed in Python named SimPy, which is
available and widely used to simulate inventory sys-
tems.

The inventory simulation model consists of many
events that depend on the inventory system’s type of
supply chain system. One type is the single-echelon
supply chain system, which consists of two events:
order-arrival events and demand events. The event
that is most complex to simulate so it behaves like
the actual system is the demand event. The challenge
is the stochastic nature of demand [4] that paramet-
ric estimation or statistical estimation is unable to

handle. The uncertainty and dynamic nature of the
demand in the real-world inventory system cannot be
implemented clearly. Another approach proposed in
this work to obtain better results of the future de-
mand estimation is demand forecasting. This is fre-
quently used to predict accurate future values in a
time-series sequence as the demand estimator for the
simulation.

There are many different techniques to achieve
demand forecasting for time-series analysis applica-
tions. The parametric method called the Autoregres-
sive Integrated Moving Averages (ARIMA) model.
At the same time, these models are good for ex-
amining observations and reaching conclusions but
they also have some serious limitations [5]. We con-
sider a new method using deep learning models that
have seen great success for time-series forecasting and
which better handle the complexity of time-series
forecasting and obtain the improved results signifi-
cantly. They can gain better results with higher ac-
curacy and do not require identifying the autocor-
relation structure, trends, and seasonality, and the
knowledge of the probability distribution function [6].

As the previous statement proposed, this work will
validate the customized spare parts inventory policy,
which can fulfill the demand from plant maintenance
plans and plant operational activities of the petro-
chemical industry by using the simulation method
that mimics the real-world processes and system of
the petrochemicals spare parts inventory by forecast-
ing future demand of spare parts by analyzing his-
torical data of spare parts usage from the real-world
system. Our Inventory Management System can then
forecast the future demand with a machine learning
algorithm based on deep learning. Afterward, using
the inventory performance metrics; we can assign a
Fill Rate (8 service level) to evaluate the performance
of the customized spare parts inventory policy from
the simulation outcome. The information from ana-
lyzing the performance evaluation outcome is used to
decide on the customized spare parts inventory policy
before deploying the customized spare parts inventory
policy to the actual inventory system.

The main objectives of this work are identified as
follows: To present the transformation of the actual
system into the simulation model that mimics the
real-world process and system of the spare part inven-
tory in the petrochemicals industry by using discrete-
event simulation, improving the simulation model by
applying a demand forecasting technique, and using
deep learning using a pre-built architecture model
TFT, to forecast the future demand of the spare parts
for the simulation model. Our solution must preserve
the nature of spare parts demand accurately match
to the actual future demand to make the results from
the simulation be close to the result from the actual
system.

The remaining part of this work is organized as
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follows. The literature related to the simulation
for decision-making and time-series forecasting is re-
viewed in Section 2. After that, the experimental
setup used to propose the work is presented in Sec-
tion 3 empirically. Further, the experimental research
results for this work are highlighted in Section 4. Fi-
nally, the conclusions for this work and the recom-
mendations for future work is presented in Section
5.

2. LITERATURE REVIEW

Simulation methods are widely used in manage-
ment science and operations research and have been
found to be powerful tools for decision-making in
many domains of business, such as for supply chain
management or optimization of the business processes
[7]-

Because of to the usefulness of simulations for
decision-making in business, simulation methods are
used in the automotive industry [8] to simulate in-
ventory systems with various alternative choices in
order to evaluate the company activities and then de-
liver the analysis result of the simulation outcome to
the management team. The results are considered
to make decisions to increase customer satisfaction
and provide better customer service. Discrete-event
simulations are utilized to simulate the inventory sys-
tems of hospitals [9] to address the questions about
the service levels and costs of operating rooms of the
hospital that focus on the new method, which is the
coordination between the inventory management and
the material handling. They compare and analyze the
simulation outcome of the observed method with the
current method to make a decision on the improve-
ment of the operation room.

Because of the usefulness of the simulation meth-
ods, many commercial software packages in the mar-
ket provide a built-in function to simulate the system.
The Arena Simulation Software by Rockwell Automa-
tion company [9] is one example. There is a free-
of-charge simulation framework available to use also;
called SimPy. It is a process-based discrete-event sim-
ulation library developed in Python [10] to validate
inventory policy performance by simulating a single-
echelon inventory system [11] and deploying the in-
ventory policy with the simulation model. This is
done by running the simulation model for one year of
data and observing the inventory policy performance
with its statistics data, then comparing the service
level from the outcome of the simulation model to
the calculated service level from the closed-form lit-
erature model.

In terms of the simulation model for decision mak-
ing, the variables for the simulation event, such as
the arrival time, demand, etc., have to be estimated
for the simulation framework demonstrated in Fig. 1.
There are various techniques to estimate the values
for the simulation, such as assuming the probabil-

ity distribution for the variable, e.g., the demand fol-
lowed normal distribution [11] or using parametric or
statistical estimation to randomly choose the value of
the variable by fitting the probability distribution to
the collected historical data [8] [9] [12]. However, to
build a simulation model which is close to the actual
system that has an uncertain situation from many
factors such as trend and seasonality, and others, the
parametric estimation or statistical estimation may
be suitable for this task because of the dynamic data
which defines the fitted probability distribution to the
variable of simulation event is not easy to determine
due to the fact that the theoretical assumption for the
method cannot be implemented clearly. Considering
a new approach of value estimation is inescapable to
obtain better results in the simulation. The time-
series forecasting technique is proposed to improve
the simulation model for decision making.
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Fig.1: The simulation framework for decision mak-
mng.

Nowadays, there are many algorithms that have
been employed for time-series forecasting. One of the
traditional algorithms is Autoregressive Integrated
Moving Average (ARIMA). It is a parametric method
that requires identifying the autocorrelation struc-
ture, trends, and seasonality, as well as other explana-
tory variables. Non-parametric methods using super-
vised learning algorithms, such as Random Forest Re-
gression, have also been used in time-series forecast-
ing problems [13]. ARIMA and Random Forest Re-
gression have treated each time-series data separately,
which is one of the major limitations makes them are
incapable of using cross-learning. Meanwhile, over
the last few years, the non-parametric methods using
deep learning models such as Recurrent Neuron Net-
work(RNNs) have been used . They are suitable for
time-series forecasting since the output state not only
depends on current input but also considers the previ-
ous input of time steps. RNNs have cross-learning ca-
pability which allows training the model across a set
of time-series. They are frequently used and have had
success in solving time-series forecasting problems in
a variety of fields, including retail, stock exchange,
traffic flow, and so on.

Many research papers have successfully applied
deep learning models. They claim that the mod-
els outperform the parametric model and can han-
dle the complexities of time-series forecasting better
and, thus, obtain significantly improved results. Ka-
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sun B. et al. [14] proposed a Long Short-Term Mem-
ory Neural Network (LSTMs) model that is one of
the RNN extensions which beats the constraints of
vanilla RNNs by the capability to learn long-term de-
pendencies in a sequence on sales demand forecasting.
The LSTMs model have achieved very competitive
accuracy. David S. et al. [15] introduced DeepAR,
another variant of RNNs like LSTMs. DeepAR
uses probabilistic forecasting based on autoregressive
RNNs that estimate future probability distributions
instead of future values to compute quantile esti-
mates and thus improves the optimization of busi-
ness processes. Interestingly, DeepAR is applicable
to medium-sized datasets with only a few hundred
time-series data values and it works on a wide variety
of datasets with little or no hyperparameter tuning.
Recently Bryan L. et al. [16] presented Temporal
Fusion Transformers (TFT), an attention-based deep
neuron networks (DNN) architecture for time-series
forecasting. They show significant performance im-
provements of TFT that surpass DeepAR by 36-69
percent in benchmarks.

Using the capabilities of cross-leaning and output
quantile forecast, the simulation framework and the
value estimation employing time-series forecasting is
presented in Fig. 2.
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Fig.2: The simulation framework for decision mak-
ing with time-series forecasting as the value estima-
tor.

Because of the TFT’s remarkable performance,
this work decides to employ TFT as a future demand
estimator in a simulation to evaluate the performance
of a custom spare parts inventory policy.

3. METHODOLOGY

In this section, the experimental setup used to
empirically propose the work is presented in Fig.
3, which includes various components categorized in
four domains: 1. inventory management, which con-
sists of inventory system, inventory policy, and inven-
tory performance metrics, 2. the real-world datasets
which related to the spare part inventory, 3. the
demand forecasting using TFT to predict future de-
mand, and 4. the simulation method for the spare
parts inventory system used to perform the experi-
ments. The results obtained from the simulation will
be analyzed and sent to the inventory management

team to help them make decisions for inventory pol-
icy improvement and ultimately for deployment to
the actual inventory system.

Inventory
Policy

Apply

Inventory
=l

Inventory
Management Team

¥ Policy ] Analysis
Performance LD
@ Analysis
Report

Estimated
Demand

Procurement

Fig.3: The components of the methodology used.

The following sections describe each of these com-
ponents in detail.

3.1 Inventory Management

The spare parts inventory system considered in
this work is a real-world inventory system. It is based
on a single-echelon supply chain network. The eche-
lon means the number of layers between the supplier
and consumer or customer. In this work, the con-
sumers, or the customers, are maintenance engineers
who withdraw the spare parts from the spare parts
inventory to maintain the petrochemicals plant fol-
lowing plant maintenance orders.

Single-Echelon

A Spare Part i
G| Sy | )
Supply+Demand !
Echelon

Fig.4: The single-echelon supply chain for the spare
parts inventory system.

The spare parts inventory for the petrochemicals
industry is shown in Fig. 4. The inventory is a com-
bination facility of supply echelon (in contact with
an external supplier) and demand echelon (directly
facing the demand from plant maintenance orders).

The spare parts inventory policy is validated in this
work is denoted as inventory policy (s, S), which is
demonstrated in Fig. 5. The inventory policy pa-
rameters s and S are the reorder point (ROP) or
trigger level and the order-up-to level or the number
to which the inventory level is restored. When the
on-hand inventory level has fallen below the reorder
point (ROP), a replenishment order will be generated
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to restore the on-hand inventory level to the order-
up-to level.

Order-Up-To Level, S

Inventory Level
Order Quantity

" 'Reorder | Po—int.—s

Time

Fig.5: The inventory policy (s, S).

The inventory performance metric Service Level is
used to validate the custom spare pare inventory pol-
icy. There are two types of Service Level that are
most frequently used: Service Level Type-I: Cycle
Service Level (a Service Level), which measures the
number of inventory cycles in which stockout did not
occur, and Service Level Type-II: Fill Rate (8 Ser-
vice Level) which is used in this work and measures
the fraction of the amount of demand met from the
inventory. The Fill Rate is given in Eq. 1.

Fill Rate — Number of item that meet the demand

Total items of all demand

3.2 Real-world Datasets

The datasets for this work consist of 2 sources
of data from one of the petrochemicals industries in
Thailand: the historical inventory data and the his-
torical purchasing data collected from the real-world
software. These sources use data from the Inventory
Management System and Procurement Management
System, respectively.

The historical inventory data describes the spare
parts demand for plant maintenance and operational
activities for the petrochemicals plants. It also has
the inventory policy properties of the spare part such
as the reorder point (ROP), order-up-to level, and the
required Service Level.

The historical purchasing data describes the lead
time of the spare parts purchasing from the replen-
ishment order-created date until the goods-received
date sampled as the lead time for the simulation of
the spare parts inventory system.

3.3 Demand Forecasting using TFT

The demand forecasting approach provides the
future demand for the simulation of the spare
parts inventory system using the pre-built time-series
forecasting architecture TFT from the open-source
Python package PyTorch Forecasting [17] [18] as the
demand forecasting model of the spare parts. The
proposed demand forecasting framework for this work

is composed of five constituents: data exploration,
data pre-processing, model building, model training,
and future demand prediction.

Demand
Forecasting
] [
LI
Model Training
] [ Obtain optimal
L hyperparameters
Building
Model l
Hyperparameter
| Optimization
Data
Pre-processing
Historian
Data
Data Exploration

Inventory
Management System

Fig.6: Demand forecasting framework.

Fig. 6 gives a schematic overview of the proposed
demand forecasting framework. Initially it performs
several data exploration and data pre-processing
techniques to transform raw data from the inven-
tory management system into time-series data that
is ready to train the TFT model. Afterwards, the
TFT model is built and tuned to assign the hyper-
parameters, then it is trained in order to obtain the
output quantile forecast of the spare parts demand.
The details of each constituent of the proposed de-
mand forecasting framework are given in the follow-
ing section.

Data Exploration

The demand forecasting framework evaluates the
dataset from the real-world Inventory Management
System that consists of historical data from all spare
parts inventory in the petrochemicals industry. First,
a subset of the historical data into the experimen-
tal data by collecting a single inventory consisting of
4,956 different spare parts. Second, the experimen-
tal data gathered, which spans over eleven years and
covers two turned-around petrochemicals plants pro-
cesses is separated into training + validation datasets
(ten years) and a test dataset (one year). The data
exploration of the spare part usage is illustrated in
Fig. 7.

Subset of the historical data: single inventory

The experimental data : 11 Yrs

:Tesl: 1 Yr:
'

L . =
>

—F

;
' Train+Validation : 10 Yrs
"

The historical data

Set of the historical data of all inventory

Fig.7: Data exploration of the historical data.
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Data Pre-processing

The experimental data is the transaction data from
the real-world Inventory Management System, so the
data is already validated by the system and ready for
analysis. The experimental data must be transformed
into a time-series dataset which refers to the data col-
lected over a time period and captures a series of the
data points where every data point is equally spaced
over the time period. The data points for this work
are for months, so the experimental data must aggre-
gate the demand consumption from all of the record
into the demand consumption by month and stamp
the time index for each month step in the intervals of
time. Afterwards, to train the TFT model, PyTorch
Forecasting also provides a built-in function to con-
vert the time-series dataset into the training dataset
and the validation dataset using the same label en-
coders and data normalization so that they are ready
to be fed to the model training step. Following the
data exploration step, the training dataset has 108
points in time. The validation dataset is created to
predict 12 points in time for each series. The frame-
work of the data pre-processing is shown in Fig. 8.

Pytorch
Forecasting

Built-in Function

b

Fig.8: Data pre-processing framework.

Building Model

In this work, the pre-built time-series forecasting
architecture of the TFT model is loaded from Py-
torch Forecasting and tuned with the hyperparame-
ters listed in Table 1 by feeding it the training and
validation datasets to a built-in hyperparameter opti-
mizer which Pytorch Forecasting provides to find the
optimal hyperparameters for the TFT model. These
hyperparameters are used for the model training.

Table 1: The hyperparameters tuned for the TFT
model.
Range
Hyperparameter Name Vin | Max

gradient clip_val_range 0.01 | 1.00
hidden_size range 8 128
hidden continuous_size range 8 128
attention head size range 1 4
learning_rate range 0.001 | 0.1
dropout range 0.1 0.3

Model Training

A builder function of Pytorch Forecasting is used
to train the model in this work. Observe that the op-
timal hyperparameters of the TFT model have been
obtained from the hyperparameters optimizer. The

accuracy of the TFT model during training is de-
termined based on the accuracy of prediction values
that provide the quantile loss, which is a value that
is summed across all quantile outputs.

Afterward, the trained TFT model has evaluated
by measuring the error between the point prediction
values, the validation dataset, and the test dataset by
calculating the mean absolute error (MAE) with Eq.
2.

1 N .
MAE = N Zi:l lyi — 9l (2)

Predicting Future Demand

All of the available experimental data is utilized
for training the TFT model. The data pre-processing
and model building steps wre explained in the previ-
ous sections. The trained TFT model is used to pre-
dict each spare parts demand for the next 12 coming
months.

In addition to providing the output point demand,
the trained TFT model also provides output quan-
tile forecasts of the spare parts demand in the future
where the set of output quantiles is 0.02, 0.1, 0.25, 0.5,
0.75, 0.9, 0.98, which is the range of likely demand of
the spare parts and is different in each month. The
output quantile forecasts are shown in Fig. 9.

Quantile

M Month-1 Month-2 Month-3 Month-4 Month-5 Month-12

Fig.9: Predicted spare parts demand as output quan-
tile forecast for 12 coming months.

3.4 Simulation Models

For this work, discrete-event simulation (DES)
is well suited for simulating the single-echelon sup-
ply chain of the spare parts inventory system us-
ing SimPy, which is a free-of-charge process-based
discrete-event simulation library based on standard
Python. It is used to assess the performance of
the custom spare part inventory policy. The single-
echelon supply chain of the spare parts inventory sys-
tem consists of two different events, which are trans-
formed into routines in the simulation model of the
spare parts inventory system. These two routines are
Serving Demand Event and Order-Arrival Event.
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Order-Arrival
Event

Placed the
replenishment order

Serving Demand
Event
Determine the quantity of
this demand.

Reduce the inventory level
by the amount of demand

A

Delivery

Yes

Increase the inventory
level by the amount
ordered earlier

Schedule the next Remove the order-arrival
serving demand event event from consideration

| |

(@) (b)

Fig.10: Flowchart of method for serving demand
routine (a) and order-arrival routine (b).

Serving Demand Event

This is the event where a spare part is withdrawn
from the spare parts inventory to serve the plant
maintenance orders and operational activities. The
routine for serving demand events is shown in Fig.
10 (a) and turns into a simulation procedure.

Procedure: servingDemand(Spare Part Number)
Data: Inventory Policy Properties of the Spare Part
Input: Spare Part Number
Output: Net Inventory Level, On-hand Inventory Level,
Total Demand, Total Meet Demand,
Total Backorder and Total Unit Short
get updated.

—_

ROP = Inventory Policy Properties of the Spare Part:

ROP of Spare Part Number

2 Spare Part Number = Spare Part Number

3 Demand 12 Coming Months [| = Demand Forecasting

(Spare Part Number)
4 Demand 365 Coming Days [| = Monthly Demand to
Daily Demand(Demand 12 Coming Months |[])

5 Total Demand = 0

6 Total Meet Demand = 0

7 Total Backorder = 0

8 Total Unit Short = 0

9 While (t <= 365) Do

10 Demand = Demand 365 Coming Dayst]

11  Total Demand = Total Demand + Demand

12 Number of Withdrawn Spare Part = Min(Demand +
Total Backorder, On-hand Inventory Level)

13 Number of Backorder = Demand - Number of
Withdrawn Spare Part

14  Total Meet Demand = Total Meet Demand -+
Number of Withdrawn Spare Part

15  Total Backorder = Total Backorder + Number of
Backorder

16  Total Unit Short = Total Unit Short -
Number of Backorder)

17 On-hand Inventory Level = On-hand Inventory
Level - Number of Withdrawn Spare Part

18 Net Inventory Level = Net Inventory Level
Number of Withdrawn Spare Part

19 If Net Inventory Level <= ROP Then

20 call(OrderArrival())

21 t=t+1

22  End

Maz(0,

Order-Arrival Event

This is the event where the spare part inventory
places the replenishment order of a spare part to refill
the spare part inventory to the level following the cus-
tom inventory policy. Each replenishment order will
wait for the supplier to deliver the spare part. The
time duration from creating the replenishment order
until receiving the spare part is called lead time. The
routine for the order-arrival events is shown in Fig.
10 (b) and turns into a simulation procedure.

Procedure: OrderArrival()

Input: Inventory Policy Properties of the Spare Part,
The Historical Data of Spare Part Purchasing

Output: Net Inventory Level, On-hand Inventory Level
get updated.,

1 Order-up-to Level = Inventory Policy Properties of
the Spare Part: Order-up-to Level of Spare Part
Number
2 Lead Time = Sampling (The Historical Data of Spare
Part Purchasing of Spare Part Number)
3 If Total Backorder > Order-up-to Level Then
4 Order Quantity = Total Backorder + Order-up-to
Level

5 Else

6  Order Quantity = Order-up-to Level - Net Inventory
Level

7 Net Inventory Level = Net Inventory Level + Order

Quantity

Waiting (Lead Time)

On-hand Inventory Level = On-hand Inventory Level

+ Order Quantity

< oo

Finish running the simulation, the Fill Rate of each
spare part is calculated, and the tracking data are
loaded into the outcome table for analysis.

4. RESULT

The result of this work is the validation of the
customized spare parts inventory policy performance,
which is a comparison between the Service Level
which can fulfill the demand from plant maintenance
plans and plant operational activities of the petro-
chemical industry which is known as the required
Service Level. The Service Level from the simula-
tion where the spare parts demand for the 12 com-
ing months is the prediction from demand forecasting
using the TFT model, a pre-built architecture based
on a deep neural network. The TFT builder func-
tion trained a global model across all the experimen-
tal data and the MAE of the point predictions was
compared to the validation dataset. The test dataset
has values for what of 0.4874+ /-6.7744 and 0.6424+ /-
3.4963. The histogram of MAE is illustrated in Fig.
11 and shows the accuracy of the trained TFT model
on the test dataset is great and covered most of the
spare parts in the experimental data.
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Fig.11: : MAEF between the prediction and test data,
which is less than 5 (a) and less than 1 (b).

The observed spare parts are selected from the ex-
perimental data by selecting the top-five most fre-
quently used spare parts in each group of Frequency
Usage Analysis (FF-vary fast move, F-fast move, S-
slow move). A total of 15 spare parts were used to
consider and demonstrate the accomplishment of the
objective for this work.

The demand forecasting model has many machine
learning algorithms available to handle this task.
This work has compared the performance of super-
vised learning models Random Forest Regression,
from the open-source Python package Scikit Learn
[19] to the TFT model. In Table 2, TFT shows bet-
ter performance in most of the observed spare parts
in groups F and S of Frequency Usage Analysis.

Table 2: The comparison of MAE between the ac-
tual and predicted demand from the demand fore-

casting models using Random Forest Regression and
TFT.
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To measure the improvement of the simulation for
the spare parts inventory using the demand forecast-
ing model, the observed spare part historical data was
tested with the Kolmogorov-Smirnov Test to find the
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fitted distribution [20]. It used random numbers for
the demands of 12 coming months then calculated
MAE with the test dataset. The comparison of MAE
between the demand forecasting model and the fit-
ted distribution is listed in Table 3, It shows most
of the observed spare parts have lower MAE in the
demand forecasting model using TFT. TFT better
handles the stochastic nature of the spare parts de-
mand, especially the observed spare parts in groups

F and S.

Table 3: The comparison of MAE between the ac-
tual and predicted demand from the fitted distribution

and the demand forecasting model using TFT.
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Following the methodology of this work, the fu-
ture demand prediction of the observed spare parts
is fed into the simulation model of the spare parts
inventory to obtain the inventory policy performance
in terms of Fill Rate (8 Service Level) for each spare
part. Following Table 4, the Fill Rate from the simu-
lation model of the observed spare part is compared
with the required Service Level and the actual Fill
Rate. The results of the validation of the Fill Rate
is that all matched in the group of Frequency Usage
Analysis F and S.

Table 4: Fill Rate of the observed spare parts.

E B 02| B o Fill Rate
Ss| E22 558

24| g3 €| g5 3| Simulation Actual
5| E°<| &%

1 FF 099 1.00 1.00
2 FF 095 1.00 1.00
3 FF 099 1.00 0.64
4 FF 099 1.00 094
S FF 099 1.00 0.88
6 F 099 1.00 1.00
7 F 099 1.00 1.00
8 F 099 1.00 1.00
9 F 0.99 1.00 1.00
10 F 099 1.00 1.00
11 S 095 1.00 1.00
12 S 099 1.00 1.00
13 S 0.99 1.00 1.00
14 S 099 1.00 1.00
15 S 099 1.00 1.00
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For the observed spare parts in the group of Fre-
quency Usage Analysis FF, the observed spare part
Fill Rate is matched, similar to, or different. Focusing
on this group by running 100 replicas of the simula-
tion with demand as a quantile forecast to yield the
best case and the worst case of Fill Rate yields the
results shown in Table 5. For the observed spare part
numbers 1, 3, and 5, the average Fill Rate is in the
range of the required Service Level.

Table 5: Fill Rate of the observed spare parts in
the group of Frequency Usage Analysis FF from run-
ning 100 replicas of the simulation with demand as a
quantile forecast.

2 = Fill Rate: 100 replicas
=2z Fill Rate with quantile
Zd <E g forecasted demand

S |5| 3
S22 Bl .
o % 2 |Simulation |Actual AVG| SD |Best|Worst|
=
5 g
E 2
1 |FF[0.99 1.00 1.00 {0.89]0.10|1.00| 0.54
2 |FF|0.95 1.00 1.00 |047]0.08|0.75| 027
3 |FF|0.99 1.00 0.64 |099]0.03|1.00|0.80
4 |FF|0.99 1.00 094 |1036|0.08|0.57|0.16
5 |FF|0.99 1.00 0.88 |098|0.04|1.00|0.84

For spare part numbers 2 and 4, the best Fill Rate
is 0.75 and 0.57, and the worst Fill Rate is 0.27 and
0.16, respectively. The averaged Fill Rate of both
spare parts is also lower than the Fill Rate from the
simulation with a point prediction. The output quan-
tile forecast of the demand for the spare part number
2 is shown in Fig. 12, and the corresponding value
for number 4 is shown in Fig. 13, which is far over
the maximum demand of the historical usage data,
which impacted the spare parts demand of the simu-
lation model that is sampled from these quantiles.
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Fig.12: The output quantile forecast of spare part
demand for the observed spare part number 2.
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Fig.13: The output quantile forecast of spare part
demand for the observed spare part number 2.

Take a look at the simulation outcome in case of
the best Fill Rate of the observed spare part numbers
2 shown in Fig. 14. The list of predicted demand of
12 coming months sampled from the quantile forecast
is[9,7,2,0,7,4,4,0,3, 13,0, 12]. Some monthly de-
mand is over the up-to level and that means a short-
age of the spare parts occurred in this case. And the
worst case of Fill Rate, which has a list of demand
[26, 24, 5, 1, 1, 31, 26, 16, 1, 8, 26, 10], is shown in
Fig. 15. The demand is over the up-to level is not
the only cause of the shortage of spare parts. The
high demand that is over the maximum level of the
spare parts demand [26,24] and [31,26] has occurred
in a very short time while the spare part purchasing
orders have not been delivered yet.

Inventory Policy = Up-to Level(S): 7.0, Reorder Point(s): 4.1

Inventory Level

0
Periods(Day)

ED %0 %0

Quantity
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Demand by Month: [9, 7, 2,0,7, 4,4,0,3,13,0,12]
Spare Part Numbers 2 — Best Fill Rate = 0.75

Fig.1/4: The simulation outcome in case of the best
of Fill Rate for the observed spare part number 2.

Inventory Policy = Up-to Level(S): 7.0, Reorder Point(s): 4.1
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Fig.15: The simulation outcome in case of the worst
of Fill Rate for the observed spare part number 2.
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Finally, the analysis report, which is the infor-
mation from the analysis of the simulation outcome,
will be used by the spare part inventory management
team to help them make a decision on the custom
spare part inventory policy before deploying it to the
actual system. An example of the analysis report in
Microsoft Excel format is demonstrated in Fig. 16.
It contains the result of the validation of the cus-
tom spare parts inventory policy: “Matched” - the
Fill Rate from the simulation is matched with the re-
quired Service Level, “Acceptable with conditions” -
the range of Fill Rate (Average+/-SD) from the sim-
ulation meets the required Service Level, and “Verify-
ing is required” - the range of Fill Rate (Average+/-
SD) from the simulation does not meet the required
Service Level. In the best case for 100 replicas of the
simulation it is lower than the required Service Level,
and we need to verify the output quantile forecast of
spare parts demand. The full details of the simulation
outcome are shown in Fig. 17 to allow discovering the
root cause of these results.

spare| _Inventory Policy | Required [ o | Fill Rate: 100 replicas of demand

Part Servic
art | Upto | Reorder | Service | g ion | average | 5D Best Best | orsy | Worst

Inventory Policy

No. | Levells) | Point(s) | Level RepNo. RepNo.
1 1101 099 510 o5 6

2 7 1 95 1 04; 027 33 Verifying s required

3 154 1731 % 1 03¢ 3 D 3

G 1 03 39 " ired
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Fig.16: An example of the analysis report in Mi-
crosoft Excel format.
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Fig.17: An example of the full details of the sim-
ulation outcome (100 replicas of the simulation with
quantile forecasted demand.

5. CONCLUSIONS

In this article, the SEC-DEC code scheme is mod-
ified using a product code to enhance bit error cor-
rection performance. In addition, a weight reduc-
tion code is proposed to decrease the errors caused
by writing ‘1’ bits. This work presented a discrete-
event simulation of a spare parts inventory system
with demand forecasting used to validate the cus-
tomized spare parts inventory policy. The demand
forecasting model was trained on the historical data
of the spare parts usage obtained from a real-world
system. The trained demand forecasting model pre-
dicts the 12 coming months’ demand for the spare
parts for the simulation model.

The comparison of the performance of Random
Forest Regression and TFT shows the model perfor-
mance is similar. The main benefit of TFT is that it is
capable of using cross-learning to train a global model
for all of the spare parts in the dataset. It can per-
form multi-horizontal forward predictions with high
prediction accuracy and that allows it to deal with
the dynamics of the spare parts demand.

TFT not only provides point prediction but also
provides quantile forecast prediction, which is the
range of likely spare parts demand that are differ-
ent in each month. In contrast, with a parametric
estimation, the spare parts demand for all 12 coming
months will follow only one distribution function.

Because of the capability of the quantile forecast
of TFT, the spare parts inventory simulation model
with demand forecasting using TFT is simulated with
a demand variable that is closer to the stochastic na-
ture of demand from the actual spare part inventory
system and yields the best-case and the worst-case
simulation outcomes. The result of the validation of
the custom spare parts inventory from the simula-
tion between the demand from the actual data and
the demand from the forecasting model is matched
in most of the observed spare parts. However, the
spare parts that have quantile forecast predictions
that are far over the average demand have to ver-
ify both the demand forecasting prediction and the
simulation outcome to find out the root cause. This
is required to find the solution to narrow down the
error of the simulation outcome and create a specific
demand forecasting model for these spare parts.

Future work should focus on three areas:

1. Clustering the spare parts with similar demand
behavior, then training a specific model for each clus-
ter to close the gap of actual demand and quantile
forecast prediction to improve the simulation out-
come.

2. Try a multivariate demand forecasting model, to
find out the leading indicator affecting the spare parts
demand, such as the number of the year after the
turn-around process of the petrochemicals plant, the
predictive maintenance of the engineering machinery,
etc.

3. The spare parts inventory policy using an accu-
rate simulation model will allow managers to optimize
the inventory policy parameters ROP and Order-up-
to Level. At the same time, the required Service Level
can still met.
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